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Abstract. We propose a low-dimensional weighting scheme to map informa-
tion filtering recommendations into more relevant, collaborative filtering-like 
recommendations. Similarly to content-based systems, the closest (most simi-
lar) items are recommended, but distances between items are weighted by at-
traction indexes representing existing customers’ preferences. Hence, the most 
preferred items are closer to all the other points in the space, and consequently 
more likely to be recommended. The approach is especially suitable when data 
is sparse, since attraction weights need only be computed across items, rather 
than for all user-item pairs. A first study conducted with consumers within an 
online bookseller context, indicates that our approach has merits: recommen-
dations made by our attraction-weighted information filtering recommender 
system significantly outperform pure information filtering recommendations, 
and favorably compare to data-hungry collaborative filtering systems.

1   Introduction

Today, the ability to offer relevant recommendations to online visitors is a critical 
feature for most commercial websites, and many efforts have been dedicated to de-
velop recommender systems suitable for this task.

Among those methods, collaborative filtering draws on an extensive database of 
consumers’ ratings, preferences or past purchases to predict a visitor’s affinity for 
items, based on comparisons to other consumers with similar tastes [1]. Another 
approach, information filtering, relies on item similarities and distance metrics 
across items to make recommendations.

The literature usually acknowledges the superiority of collaborative filtering over 
information filtering, while recognizing its vulnerability to information scarcity. 
Several algorithms have been proposed to combine the two [2, 3, 4], or to balance 



recommendations made by both systems using statistical inference [5] or by measur-
ing the relative data availability and effectiveness of the two methods [6]. Rarely, 
however, has the literature reported how collaborative and information filtering 
algorithms might yield fundamentally similar recommendations, and how this inter-
dependency might be leveraged to improve the quality of the recommendations made 
when data is sparse.

Our goals in this paper are (a) to integrate information filtering and collaborative 
filtering into a unique, conceptual framework of spatial preferences, and (b) to draw 
on this framework to propose and test with real users a mapping procedure that is 
able to provide collaborative-like recommendations using an adapted version of an 
information filtering algorithm.

2 Information and Collaborative Recommendation Spaces

When one browses books at Amazon.com, for instance, recommendations appear to 
be closely related in terms of content to the current item; although the underlying 
recommender system is built on a collaborative filtering algorithm, it is more likely 
to recommend similar than dissimilar items, even though the algorithm does not 
draw on similarity metrics to make recommendations. However, anecdotal evidence 
also suggests that, regardless of items’ similarities, collaborative filtering recom-
mends certain items (i.e., bestsellers) more often.

Let’s note  the space of information filtering recommendations and   ́the space 
of collaborative recommendations. Each point in the space represents an item. Items’ 
coordinates are similar in  and  ,́ and similarly to , closer items in   ́are more 
likely to be recommended. However, we represent distance metrics in   ́ (noted d´) 
as follows:
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where d represents the distance in , and aj represents an attraction index, an ab-
stract measure of marketplace’s preferences for Xj.

The measure d is not a proper distance metric anymore; if ai>aj, then 
d´(Xi, Xj)>d´(Xj, Xi), and those items that have high attraction indexes are closer to 
all other items in the space, hence are more likely to be recommended.

If this model were an appropriate approximation of the truth, it would be possible 
to map an information filtering recommendation space into a collaborative recom-
mendation space by choosing adequate measures of ai:i, while being less sensitive 
to information scarcity.

3 Empirical Investigation

We built a list of 6,000 business-related bestseller books, downloaded collaborative 
filtering recommendations made by Amazon.com, and built our own information 



filtering recommender system, based on the TFIDF scheme [7]. We used the popular 
cosine distances to compute similarities among items.

For the purpose of this work, we computed the attraction indexes ai as follows:
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where ci is the number of times Xi was recommended by collaborative filtering; si is 
the number of items that are very similar to Xi, i.e., that pass a certain similarity 
threshold (0.6); and c  and s  are the average values of ci and si in the database.

It follows that, everything being equal, the more an item is recommended by col-
laborative filtering, the higher its attraction index. The denominator is a correction 
for uniqueness.

We offered book recommendations to 28 undergraduate business students, based 
on an initial book selection, and asked them to rate each recommendation on a 
seven-point scale.

Recommendations included collaborative filtering, information filtering, attrac-
tion-weighted information filtering, and random recommendations (included as a 
control group), representing a total of 737 book recommendations. Fig. 1 shows the 
average ratings obtained for each recommender systems as a function of respondents' 
self-reported expertise.
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Fig. 1. Average ratings (regression lines) obtained by different recommender systems, as a 
function of respondents’ expertise. =average expertise; =standard deviation

Respondents with very low expertise (i.e., -2, average expertise minus two 
standard deviations) give similar ratings to all methods: they cannot discriminate 
between thoughtful and random recommendations. Respondents with very high ex-
pertise (+2), on the other hand, strongly prefer collaborative and weighted infor-
mation filtering recommendations, value pure information filtering recommenda-
tions significantly less, and give very low ratings to random recommendations. The 



fact that attraction-weighted information filtering is appreciated by expert respon-
dents and achieves only marginally-lower ratings than collaborative filtering, is a 
very promising result, and seems to underline the added value of the mapping proce-
dure we developed.

4 Discussion and Conclusions

We proposed a mapping procedure to conceptually link information filtering and 
collaborative filtering within a spatial model of preferences. Our assumption was 
that, by taking a spatial representation of similarity-based preferences (where the 
closest points represent the best recommendations), and by weighting each item by 
an appropriate attraction index to make the most preferred items ‘closer’ to all the 
others items in the recommendation space, it would be possible to improve informa-
tion filtering recommendations. The results of a study conducted with real users 
showed promising results.
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